Improved imaging of electrically conductive solute plumes using a new strategy for physics-based regularization of resistivity imaging problems
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Summary:
The ill-posed nature of image reconstruction from sparse and limited data requires that constraints be defined to make the inverse problem tractable. We propose a novel paradigm to physics-based regularization of inverse problems that uses process-based simulations as a soft constraint. We have found that our methodology allows for the reproduction of solute plumes from electrical resistivity surveys with higher fidelity and improved morphology than either standard or coupled inversion, even when the conceptual model underlying our physics-based inversion is incorrect. The new approach therefore appears to be particularly useful when the conceptual model for a process is not yet fully developed, e.g., due to the influence of geologic heterogeneity, or when aspects of the problem are uncertain, such as initial and boundary conditions.

Introduction
Electrical resistivity imaging (ERI) is increasingly employed for monitoring the transport of contaminants and saline tracers (e.g., Slater et al., 2000; Day-Lewis et al., 2003; Singha & Gorelick, 2005) and to evaluate engineered in situ remediation (Lane et al., 2004, 2006; Hubbard et al., 2008; Johnson et al., 2010). ERI is an inherently ill-posed inverse problem (Kirsch, 1996), however, with a characteristic non-uniqueness in the mathematical solution. The challenge of ill-posedness and solution non-uniqueness is often addressed by introducing a priori constraints in the inverse problem to stabilize the solution (Tikhonov and Arsenin, 1977; Greenhalgh et al., 2006).

A common stabilization approach is to utilize Tikhonov regularization to modify the model space such that solutions with characteristics that are deemed to be appropriate for a particular application are produced. Filters on model space are typically applied to minimize metrics such as a norm of the parameter values or their spatial derivatives to produce images that are, for example, optimally “small”, “flat” or “smooth” (e.g., Tikhonov and Arsenin, 1977; Pidlisecky et al., 2007). This traditional regularization strategy introduces artifacts in the solution which may not be consistent with the expected results (Day-Lewis et al., 2002). For example, smoothness constraints are known to produce images that are overly diffuse (Singha & Gorelick, 2005; Day-Lewis et al., 2007).

Furthermore, as illustrated in Figure 1a, traditional regularization constraints are independent of the physical processes and phenomena that generated the particular distribution of parameters that are being imaged.

A contrasting approach to estimation called “coupled inversion” has recently gained interest in the field of geophysical monitoring (Rucker and Ferre, 2004; Kowalski et al., 2005; Ferre et al., 2009; Hinnell et al., 2010). The basic premise of coupled inversion is illustrated in Figure 1b, where a physical process model is coupled to a geophysical instrument model, typically through a rock physics relationship. The observed geophysical data are then used to directly constrain the parameters of the process.

![Figure 1: Conceptual illustration of different approaches to utilizing process-based information for imaging solute plumes with ERI: (a) traditional regularization constraints are independent of the physical process generating the solute plume; (b) coupled inversion places a hard constraint on the imaging problem as only solute plumes consistent with the process (i.e., transport) model are viable; (c) the proposed soft process constraint extracts information about transport processes generating a solute plume, but can reproduce plumes morphologies that differ from the assumed process model if this is implied by the data.](http://dx.doi.org/10.1190/segam2012-1367.1)
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Proposed method for ERI with soft process constraints

Our imaging approach is built on a basis-constrained inversion (Vauhkonen et al., 1997, Kaipio et al., 1999). The key to our method is choosing a set of basis vectors that compactly capture patterns representative of the target-generating process of interest. We take a stochastic approach to this problem whereby we extract the basis from a set of training models. A standard Tikhonov inversion is then conducted in the transformed model space to produce the target image.

Basis-constrained inversion is not a new concept in geophysical imaging (e.g., Milanfar et al., 1996). The approach recasts a vector of M model parameters (σ) as a linear combination of basis vectors, i.e., $\sigma = Bc$, where each column of the M-by-M matrix $B$ is a basis vector and $c$ is a column vector of coefficients that is specific to a particular image. This linear transformation is useful if a basis can be selected that captures the main patterns in $\sigma$ with only a subset of the total columns of $B$. In this case, the number of non-zero coefficients required to reproduce $\sigma$ at a specified level of accuracy may be much less than M. Thus, proper selection of $B$ can effectively reduce the number of parameters that need to be estimated for the image reconstruction, which implicitly stabilizes the inversion problem. The challenge is therefore to devise a strategy to choose an appropriate basis $B$ that is tuned for a specific imaging application.

When imaging a groundwater contaminant or solute, the morphology of the plume is controlled by solute fate and transport processes. Through experience, either with physical or numerical experiments, it is possible to train oneself to recognize physically reasonable morphologies for a solute plume; i.e., we know a priori that by definition a “plume” is an object with a compact, elongated shape. By analogy, it is possible to use numerical simulations to create a set of training data from which these patterns can be extracted. These training simulations can be modified to reflect a range of uncertain conceptual models regarding subsurface processes or tuned to account for details captured by site-specific knowledge, such as well log data. By using numerical simulations to produce a set of training data to generate $B$, we empirically capture information about the spatiotemporal patterns expected for $\sigma$.

Once a basis $B$ has been defined via the training data, the objective function can be rewritten in terms of the parameter coefficients $c$ in the projected model space as shown in equation (1).

$$\Phi(c) = \|d_{obs} - f(Bc)\|_2^2 + \beta c^TWc$$  \hspace{1cm} (1)

Here $d_{obs}$ is the measured data, $f(Bc) = f(\sigma)$ is the data predicted using the geophysical model functional $f(\cdot)$ for

model Fowler and Moysey (2011) demonstrated the power of coupled inversion by showing that the parameters of an analytical solute transport model could be estimated from transient apparent resistivity measurements made with a single set of four electrodes, though they also indicated that significant non-uniqueness could occur if the timing and magnitude of the resistivity response are not explicitly considered in the inversion. Similarly, Pidlisecky et al. (2011) used time-lapse tomography surveys to show that improved images of solute plumes could be obtained if parametric models based on solute transport theory are used as a constraint in the inversion.

While coupled inversion allows for the physics of the process being imaged to be integrated into the inverse problem, it applies a hard constraint in the sense that the resulting images must conform to behaviors allowed for by the process simulator. This hard constraint is problematic, particularly when the data suggest that the simulator may be subject to conceptual model errors. The coupled inversion approach is therefore best suited to cases where there is a good understanding of the physical processes being imaged. In this case, the correct structure for the process model can be defined a priori and the geophysical data can then constrain the parameters of that model. When the goal of a geophysical survey is to improve our conceptual understanding of processes at a site, coupled inversion is not an appropriate estimation strategy.

There is therefore a subset of geophysical imaging problems that falls between traditional Tikhonov regularization and coupled inversion. In these problems the spatiotemporal distribution of the imaging target is known to obey particular rules of behavior, such as the physics of solute fate and transport, which is not captured by the traditional model filters used in Tikhonov regularization strategies. The details of the processes occurring at a particular site, however, may not be known adequately enough to construct the conceptually accurate model required for coupled inversion. These are geophysical exploration problems in the sense that the purpose of the survey is to enhance our conceptual understanding of site-specific processes.

We have formulated an alternate strategy to address these problems whereby the physics of the process generating the target distribution is integrated as a soft process constraint within a standard Tikhonov regularization scheme (Figure 1c). In this abstract we compare the image reconstruction results obtained with this strategy to that obtained with traditional Tikhonov model constraints and coupled inversion. Though the approach is general, we illustrate the method for the specific example where ERI is used to image an electrically conductive solute plume.
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the specific parameters $\sigma$, $\beta$ is the regularization parameter, and $W$ is a regularization operator. We expect the solution to be sparse in the transformed space, so use an operator that selects for small values of the parameters in $c$, i.e., a diagonal matrix $\Sigma$. We also expect, however, that a solute plume will not have erratic, discontinuous behaviors through the subsurface, so penalize for roughness by also minimizing the second spatial derivative of $\sigma$ by applying a smoothness operator $G^2$, i.e., $G\sigma = GBc = G^2c$. A second regularization parameter $\gamma$ must also be added in equation (2) to balance the two model constraints.

$$W = \Sigma + \gamma G^2B \quad (2)$$

The objective function given in equation (1) can be minimized using standard optimization techniques to estimate the coefficients $c$ under the basis constraint. Afterward, the final reconstructed image can be obtained from the product of $B$ and the estimated coefficients.

Numerical comparison of imaging algorithms

We compare the inversion results obtained from our proposed basis-constrained approach to those obtained using standard Tikhonov regularization and coupled inversion for the problem where a solute plume is imaged using ERI. For these numerical examples, we used the program SGSIM (Deutsch & Journel, 1998) to generate a 50 m by 50 m two-dimensional random field of hydraulic conductivity values using an isotropic exponential variogram model with correlation lengths of 25 m. Flow velocities were calculated through this medium by applying a uniform hydraulic gradient on two opposing boundaries and assuming no flow conditions on the remaining two boundaries. Two advection-dominated transport cases were considered. In the first case, a transport simulation was performed with a single source zone located at $x=5m$ and $y=20m$ to generate the true plume shown in the first column of Figure 2a. In contrast, two solute source zones ($x=5m$, $y=15m$ and $x=8m$, $y=25m$) were used to generate the strongly bimodal plume shown in the first column of Figure 2c. The following version of Archie’s law (Archie, 1942) was used to transform the concentrations to electrical conductivities:

$$\sigma(x,y,t) = 1.5 \times 10^{-4} n^{1.3} c(x,y,t) \quad (3)$$

where $n$ is the porosity, assumed to be 0.3. Electrical resistivity data were generated for each of these “true” models using the forward model of Pidlisecky et al. (2007), which had been modified for two-dimensional problems. The data consisted of measurements collected from 16 equally spaced electrodes located along the top (i.e., ground) surface of the electrical conductivity model.

Resistivity imaging of the solute plumes using the traditional Tikhonov regularization was completed using a version of the code from Pidlisecky et al. (2007) that was modified to two-dimensions. A model smallness constraint was used to force $\sigma$ toward the background conductivity value in the aquifer and a model smoothness constraint was used in generating these inversions. The ERI results obtained for both synthetic plume 1 and 2 are shown in column 2 of Figure 2. In both cases, it is clear that the plumes are overly smooth compared to the true case. After using equation (3) to back transform electrical conductivity to concentration, it is also clear that the concentrations estimated from ERI significantly underestimate the true plume concentrations (Figure 3). This particular behavior is likely a result of the combination of model constraints used in this problem, but poor estimation of solute concentrations from ERI is a well-documented phenomenon (e.g., Singha and Gorelick, 2005).

For the coupled inversion problem, we used an analytical transport model for one-dimensional flow given by De Josselin De Jong (1958), where the dispersivities are fixed based on the EPA TACO regulation:

$$c(x,y,t) = \frac{m}{0.231 \pi v^2 t^2} \exp \left\{ \frac{[(x-x_0)-(y-y_0)]^2}{0.4 + \frac{(y-y_0)^2}{0.133 \sigma_i t^2}} \right\} \quad (4)$$

where, tracer mass $m$ is slug injected at a point $(x_0,y_0)$ with a velocity $v$. The concentration at any location $(x,y)$ after time $t$ of tracer injection is $c(x,y,t)$. We again used equation (3) to convert between concentration and electrical conductivity. In this case, we assumed that the source location of the plume $(x_0,y_0)$ was known a priori, so

Figure 2: Comparison of a true plume (1) to images obtained via three different inversion strategies: traditional Tikhonov smoothness constraint (2), coupled inversion (3), and our physics-based basis-constrained inversion (4). Tomograms in row (a) are for synthetic plume #1 and those in row (c) represent synthetic plume #2. Rows (b) and (d) are their respective difference plots.
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Figure 3: Comparison of the cumulative distribution curves of estimated concentration for the three different inversion strategies: (a) synthetic plume #1 and (b) synthetic plume #2.

There are only three parameters that control the plume: the mass (m), flow velocity (v), and length of time between when the plume was released and when it is imaged (t). The problem is overdetermined in this case, so the solution can be found by minimizing an objective function with only a data misfit term. This problem was solved using the trust-region-reflective optimization algorithm (lsqnonlin) in MATLAB (Coleman & Li, 1996).

The results of the coupled inversion are shown in the third column of Figure 2. The hard constraint of the transport model allows the coupled inversion to obtain a reasonable estimate of the first synthetic solute plume. It is also clear from Figure 3 and the RMSE values reported in Table 1 that the concentration estimates are much improved compared to the standard Tikhonov regularization result. The same is not true, however, for the second synthetic plume. In this case, the conceptual model used in the coupled inversion is incorrect – the transport model assumes that the plume is unimodal, whereas it is actually bimodal. As a result, the coupled inversion causes the estimated plume to be much larger than either of the two small plumes in the true case. This redistribution of mass over a large region causes the concentrations to be significantly underestimated. In fact, the coupled inversion has roughly the same poor performance observed for the standard Tikhonov inversion. This example illustrates the fact that coupled inversion has limited value when the conceptual model underlying the imaged phenomenon is incorrect.

The training data used to create the basis vectors for our proposed inversion methodology were generated in a similar procedure as that used for the true plumes. There were, however, several key differences. In particular, the correlation lengths of the hydraulic conductivity field were not assumed to be known a priori. Instead, we generated 4 sets of 100 random fields for correlation lengths of 10, 15, 20 and 30 m. We also assumed that we knew the hydraulic gradient and the single solute source location for the plume generated in synthetic plume 1, but did not include a second source zone for generating the basis for the second synthetic solute plume. In this way, our conceptual model used to generate the basis for the second synthetic test was intentionally incorrect. The starting coefficients in the inversion are given by transforming the initial conductivity estimate (σ₀), i.e., c₀ = σ₀B, which we choose here to be a homogenous value equal to the in situ background conductivity of the aquifer. The basis-constrained inversion was performed using the trust-region-reflective optimization algorithm (lsqnonlin) in MATLAB.

The inversions obtained using the basis constrained approach are clearly superior to those obtained with either of the other two estimation methodologies (Figure 2 and Table 1). Both the overall morphology of the plume and concentration values are estimated accurately for the first synthetic plume. Impressively, the proposed method is also able to capture the bimodal morphology of the second synthetic plume despite the fact that the conceptual model used to generate the training data for the basis functions was incorrect. The estimated concentration values are slightly overestimated in this case, but the overall match is excellent except at the highest concentration levels (Figure 3).

Table 1: Root mean square error (RMSE) of concentration for each ERI inversion example.

<table>
<thead>
<tr>
<th>Synthetic Plume Case</th>
<th>Traditional</th>
<th>Coupled</th>
<th>Basis Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.212</td>
<td>0.140</td>
<td>0.043</td>
</tr>
<tr>
<td>#2</td>
<td>0.346</td>
<td>0.273</td>
<td>0.165</td>
</tr>
</tbody>
</table>

Conclusions

We proposed a novel paradigm for the physics-based regularization of inverse problems. Our approach uses non-parametric basis functions in constraining the inversion procedure that are derived from numerical simulations of the process generating the target to be imaged. Our numerical illustration clearly demonstrates the efficacy of our new basis constraint approach to imaging problems. In comparing the plume morphology and estimated solute concentrations, the new basis-constrained methodology consistently outperformed the other methods. This was particularly impressive in the instance of synthetic plume #2, where the conceptual model used to generate the basis vectors was inaccurate but our approach was still able to capture the bi-modality of the plume. There are many questions that must still be answered regarding the generality and robustness of this new approach to physics-based regularization of inverse problems. Regardless, we believe that the strategy will provide new directions for developing regularization strategies for dynamic systems that crosses disciplinary boundaries in inverse theory.
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