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Subvocalization during Preparatory and Non-preparatory 
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aDepartment of Psychology, Monmouth University, West Long Branch, NJ, United States; bSchool of 
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ABSTRACT
Given previous results showing that auditory imagery is associated 
with subvocal muscle movements related to pitch control, the 
present study addressed whether subvocalization of pitch is differ-
entially involved during imagery that precedes the execution of an 
imagined action as compared to non-preparatory imagery. We 
examined subvocal activity using surface electromyography 
(sEMG) during auditory imagery that preceded sung reproduction 
of a pitch sequence (preparatory) or recognition of a pitch 
sequence (non-preparatory). On different trials, participants either 
imagined the sequence as presented, or imagined a mental trans-
formation of that sequence. Behavioral results replicated previous 
findings of poorer reproduction and recognition of transformed 
sequences compared to sequences in their original form. 
Physiological results indicated that subvocal activity was signifi-
cantly above baseline for all conditions, greater than activity 
observed for the bicep control site, and greater for longer 
sequences, but did not reliably scale with transformation type. 
Furthermore, greater subvocal activity during preparatory imagery 
was associated with greater subvocal activity during non- 
preparatory imagery for muscles involved in pitch control and 
articulation. Muscle activity involved in pitch control was similarly 
recruited for both preparatory and non-preparatory auditory ima-
gery. In contrast, muscle activity involved in vocal articulation was 
most strongly recruited during motor preparation. Our findings 
suggest that pitch imagery recruits subvocal muscle activity regard-
less of whether the imagined action is intended to be effected.
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Although singing is a near-universal behavior, singing accuracy varies from person to 
person. Inaccurate singing, defined as deviating from a target pitch by more than 
a semitone on average, occurs in about a third of the adult population (Berkowska & 
Dalla Bella, 2013; Pfordresher & Demorest, 2021; Hutchins & Peretz, 2012; Pfordresher & 
Brown, 2007; Pfordresher & Larrouy-Maestri, 2015; Pfordresher et al., 2010). Inaccurate 
singing can co-exist with accurate pitch discrimination ability, suggesting that this 
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behavior does not necessarily result from a deficit in perceptual pitch processing (Dalla 
Bella et al., 2007; Pfordresher & Brown, 2007; Pfordresher & Nolan, 2019). Additionally, 
inaccurate singing is not necessarily tied to impaired vocal motor control (Pfordresher & 
Brown, 2007; Pfordresher & Mantell, 2009), although inaccurate singers’ deficit in pitch 
matching may be limited to the vocal system (Hutchins et al., 2014; Hutchins & Peretz,  
2012). Inaccurate singing has also been tied to a deficit of sensorimotor translation that 
leads to poor vocal imitation of pitch in both speech and song (Mantell & Pfordresher,  
2013), and thus may be considered a general vocal pitch imitation deficit (Pfordresher & 
Larrouy-Maestri, 2015).

Our recent work has shown that imagining a melody prior to singing results in 
subvocal activations of muscles involved in pitch control, whereas similar activity is 
not observed for a visual imagery task (Pruitt et al., 2019). These physiological findings 
complement behavioral findings in which irrelevant subvocal articulation interferes with 
auditory imagery of speech (Aleman & Van’t Wout, 2004; Smith et al., 1995), suggesting 
that certain types of motor activations are necessary for the formation of auditory images. 
Together, these results align with the Multi-Modal Imagery Association (MMIA) model, 
which suggests that auditory imagery depends on a sensorimotor mechanism involving 
both auditory and motor processes (Pfordresher et al., 2015). Evidence for sensorimotor 
processing in auditory imagery as posited by the MMIA model is further supported by 
neuroimaging research that has found that the act of imagining sound recruits both 
perceptual and motor planning areas of the brain (Halpern et al., 1999; Herholz et al.,  
2012; Lima et al., 2016; Zatorre & Halpern, 1993).

Singing is a sensorimotor task because it requires the vocalist to have an accurate 
representation of the target pitch as well as an accurate motor plan for the vocal system 
that will result in the vocalization of the target pitch. If both auditory imagery and singing 
rely on a shared mechanism for sensorimotor processing, then we would expect to 
observe associations between the ability to form auditory images related to pitch, and 
singing accuracy. Such associations between imagery and vocal pitch-matching ability 
have been found using both self-report and behavioral measures of imagery (Greenspon 
& Pfordresher, 2019; Greenspon et al., 2017, 2020; Pfordresher & Halpern, 2013). In 
addition, Pruitt et al. (2019) found that laryngeal subvocal motor activations were 
associated with singing accuracy, albeit in a negative direction. Together, these findings 
support a sensorimotor account of individual differences in singing ability. However, it is 
not clear whether subvocal activations are specific to motor preparation prior to singing 
(Pruitt et al., 2019) or may also be involved more generally in non-preparatory auditory 
imagery (Brodsky et al., 2008), a question that is addressed by the current study.

Complementing research on auditory imagery and singing ability, research has sup-
ported the role of auditory working memory in the vocal reproduction of pitch (Christiner 
& Reiterer, 2013; Greenspon & Pfordresher, 2019). Recently, Greenspon and Pfordresher 
(2019) found that a measure of pitch short-term memory, but not digit short-term memory, 
predicted singing accuracy. In order to reproduce (or recognize) a series of pitches, one 
must first be able to briefly store those pitches in memory. According to Baddeley’s (2012) 
multicomponent approach to working memory, pitch representations can be maintained in 
the phonological loop – a short-term store for auditory information (cf., Berz, 1995) – 
through subvocal motor activations. Therefore, subvocalization may be recruited for both 
the formation and maintenance of auditory images.
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In an attempt to clarify the role of subvocalization during imagery, we adopt the term 
preparatory imagery in the current paper to refer to imagining a specific action prior to 
engaging in that action. For instance, this type of imagery would be involved when 
a person rehearses a song in their head before singing the song out loud. In contrast, we 
use the term non-preparatory imagery to refer to forming an auditory image without the 
intention of actualizing that action; for instance, when a person imagines a melody in 
their head without the intention of singing the melody out loud.

The present study measured the role of subvocalization during auditory imagery by 
using surface electromyography (sEMG) during an auditory mental transformation task 
(Greenspon et al., 2017, 2020; cf., Shepard & Metzler, 1971; Zatorre et al., 2010). The 
transformation task involves reproducing or recognizing exact repetitions or transforma-
tions (transposition = change of key, reversal = retrograde transformation of serial order, 
serial shift = starting position at second to last event and then looping through the 
sequence) of three- and four-note novel pitch sequences (Greenspon et al., 2017). Our 
previous work suggests that auditory images exhibit a degree of inflexibility such that 
transformations of serial order (shifts and reversals) and key both significantly disrupt 
performance relative to baseline measures (i.e., exact repetitions of a melody) and the 
degree of disruption is similar across different types of pitch transformations despite the 
ubiquity of transpositions in musical performances (Attneave & Olson, 1971).

We addressed whether subvocalization is more strongly recruited during preparatory 
vs. non-preparatory imagery by comparing subvocal muscle activations across tasks 
(production vs. recognition). The relationship between subvocalization and the difficulty 
of manipulating an auditory image was addressed by comparing performance for non- 
transformed and transformed pitch sequences. In addition, we addressed whether sub-
vocalization scaled with the length of the imagined sequence by comparing performance 
for three- and four-note sequences.

These manipulations served to test different hypotheses about the role of subvocalization 
during auditory imagery. If subvocal activations reflect demands related to motor planning, 
then we would expect greater subvocal activations for preparatory than non-preparatory 
imagery. Alternatively, if subvocal activations reflect the difficulty of manipulating the 
auditory image, then we would predict greater subvocal motor activity when participants 
mentally transform pitch sequences during both preparatory and non-preparatory imagery, 
as opposed to trials in which participants simply reproduce or recognize the same pattern 
they just heard. We also considered that if subvocal activations reflect demands related to the 
length of the imagined sequence, then we should observe greater subvocal activity when 
participants are asked to rehearse longer compared to shorter sequences. In addition, we left 
open the possibility that subvocalization could support task demands implemented in more 
than one way. Finally, we sought to replicate the negative correlation between laryngeal 
subvocal activation and singing accuracy reported in our previous work (Pruitt et al., 2019).

Method

Participants

Twenty-nine undergraduate students from an introductory psychology course at the 
University at Buffalo, SUNY participated in this study in exchange for course credit. All 
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participants completed a baseline assessment procedure to measure singing and percep-
tual abilities, which was completed on a different day from the experimental procedure in 
the same academic semester. From this original sample, two participants were removed 
due to exhibiting a pitch discrimination threshold that was higher than the starting point 
for the task (see Procedure), which suggests either a pitch perception deficit or a failure to 
understand instructions. Of the 27 participants who completed the baseline assessment 
and participated in the full study, one participant was removed because of technical 
issues of acquiring sEMG data and one participant was removed for not following 
instructions in the production task.

All behavioral results reported below are based on the remaining 25 participants.1 The 
across-sensor analysis of sEMG data used a subset of 19 participants and within-sensor 
sEMG analyses used subsets that ranged from 22 to 24 participants. Participants were 
excluded from sEMG analyses due to technical issues of acquiring sEMG data affecting 
different sensors.2 Technical issues could occur when the sensor loses contact with the 
skin due to a variety of reasons, including participant movement or weak adhesion 
between the tape on the sensor and the skin. Participants in the final sample (11 female 
participants, 14 male participants) had a mean age of 19.12 years (SD = 1.01 years, 
range = 18–22 years), an average of 3.4 years of formal music training (SD = 3.34 years, 
range = 0–13 years) and all passed the hearing screening in the range from 1000 Hz to 
4000 Hz. Seven participants in the final sample reported six or more years of formal 
musical training, which, according to the “six-year rule,” would classify them as musi-
cians (Zhang et al., 2020) and six participants in the final sample reported voice as their 
primary instrument, as such our sample is more representative of an undergraduate 
population than a population of trained musicians.

Materials

The stimuli used by Greenspon et al. (2017) were used in the current experiment. A set of 
16 target pitch sequences were used; half were four notes long and half were three notes 
long. Target sequences were composed using the C-major scale and began on C or G with 
equal probability. Sequences were created using the software package Vocaloid: Leon 
(Zero-G Limited, Okehampton, UK). Notes were sung on the syllable /da/ with an 
interval of 1 s between notes.

Each stimulus sequence appeared in four different mental transformation conditions: 
non-transformed, transposed, reversed, and serial shifted. All trials began with the 
presentation of the pitch sequence in its original form. For preparatory imagery trials 
in the production task, transformations were indicated via instructions and through the 
use of an initial cue note that started the reproduction phase (see Procedure). For non- 
preparatory imagery trials in the recognition task, the initial presentation of the pitch 
sequence was followed by a silent pause that was 1.5× the duration of the target sequence, 
and then the presentation of a sequence that either correctly matched the sequence in its 
transformed state or contained one altered pitch. Altered pitches preserved the contour 
of the sequence and never occurred on the first or last notes. The majority of altered 
pitches (86%) fell within 2 semitones of the original pitch, and the largest alteration was 
up to 5 semitones from the original pitch.
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Equipment

Both the assessment and experimental procedures took place in a WhisperRoom SE 2000 
sound-attenuated booth (Whisper Room Inc., Morristown, TN) containing 
a comfortable chair for participants to sit in, as well as a Shure PG58 microphone for 
vocal recordings. Participants viewed trial instructions on a Dell 15-inch LCD computer 
monitor positioned in the sound booth which was connected to a computer that the 
experimenter operated outside of the sound booth. Auditory stimuli were presented to 
the participants at a comfortable listening volume using a pair of Mackie CR3 series 
Multimedia Monitor speakers (LOUD Technologies, Woodinville, WA). Matlab 
(MathWorks Inc., Natick, MA) was used to program the study.

During the experimental trials, participants wore five sEMG sensors as shown in Figure 1. 
These sensors were applied to the left and right upper lip (orbicularis oris superioris muscle), 
left and right sternohyoid (m. sternohyoideus), and the left bicep (m. biceps brachii) and were 
fitted to the participant by a trained research assistant while the participant was seated outside 
of the sound booth prior to the start of the experiment trials. Sternohyoid sensors were used 
to measure phonatory subvocalization given previous findings that sternohyoid muscle 
activity is associated with pitch control (Brodsky et al., 2008; Pruitt et al., 2019; Roubeau 
et al., 1997). These sensors were placed by first locating the space between thyroid and cricoid 
cartilages of the neck, and then placing the sensor 1 cm lateral and 1 cm superior to this space 
(Stepp et al., 2010). Lip sensors were used to monitor articulatory movements. These sensors 
were positioned just lateral to the philtrum and adjacent to the vermilion border. The bicep 
sensor was used as a control site. Additionally, a sensor was placed on a loudspeaker in the 
sound-attenuated booth to record amplitude fluctuations associated with sound onsets in 
order to synchronize stimuli presentation and vocalizations with sEMG data. sEMG data was 
captured through Trigno Mini Wireless system (Delsys Trigno Wireless EMG Systems, 
Boston, MA). These data were converted from analog to digital using the EMG Works 
Acquisition and Analysis Program (Delsys, Boston MA).

Figure 1. Surface electromyography sensor placement. A fifth sensor was placed on the left bicep as a 
control site, which is not pictured in the figure.
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Procedure

Assessment

For the assessment procedure, participants first completed an audiometry task using 
a Maico Ma27/MA27e (Maico Diagnostics, Eden Prairie, MN) to assess their hearing 
ability. Participants were asked to detect 500, 1,000, 2,000, and 4,000 Hz tones played at 
20 dB in both their left and right ears. Additionally, participants completed the Seattle 
Singing Accuracy Protocol (SSAP, Demorest & Pfordresher, 2015; Demorest et al., 2015; 
Pfordresher & Demorest, 2020), which includes a singing assessment involving the 
imitative reproduction of single pitches and novel melodies, as well as singing 
a familiar song from memory. The SSAP also includes an adaptive pitch discrimination 
task that estimated a participant’s smallest detectable change in pure tone frequency. In 
addition to the SSAP, participants completed an adaptive pitch span task (Williamson & 
Stewart, 2010), to assess short-term memory for pitch, and a modified pitch imagery 
arrow task (Gelding et al., 2015; Greenspon & Pfordresher, 2019) to assess pitch imagery 
accuracy. Finally, participants completed self-report measures: the Bucknell Auditory 
Imagery Scale (BAIS; Halpern, 2015), the Language Experience and Proficiency 
Questionnaire (Marian et al., 2007), and the Goldsmith’s Musical Sophistication Index 
(GMSI, Müllensiefen et al., 2014). After completing the assessment procedure, partici-
pants were invited to complete the experimental procedure for additional course credit 
on a separate day within 3 months of the initial assessment.

Experiment

Sensors were first fitted to the participants and then participants were seated in the sound 
booth prior to the start of the warm-up procedure of the experiment. Warm-up exercises 
involved singing “Happy Birthday” and reading “The Rainbow Passage” (Fairbanks,  
1960) out loud. The ordering of the tasks (i.e., production vs. recognition) followed the 
procedure used by Greenspon et al. (2017): participants first completed the preparatory 
imagery trials of the production task followed by the non-preparatory trials of the 
recognition task. The ordering of tasks provides a conservative test of whether muscle 
activity is differentially recruited during non-preparatory imagery compared to prepara-
tory imagery based on the reasoning that lower sEMG values during non-preparatory 
imagery even after participants completed the production task suggest that the muscle 
activity may be specific to preparation.

Trials within the production and recognition tasks were blocked by transformation 
condition. Non-transformed trials always came first, followed by blocks of trials for each 
of the three transformation conditions, with the order of these blocks varying across 
participants according to a Latin square. Before each block of trials, participants com-
pleted practice trials until it was clear to the experimenter that the participant understood 
the instructions. Each block had 8 trials, resulting in a total of 32 trials.

During preparatory imagery trials (i.e., the production task), participants first heard 
a recording of the original (non-transformed) pitch sequence in a synthesized vocal 
timbre (a male voice for male participants, a female voice an octave higher for female 
participants), using the syllable /da/. Following this, they heard a cue note indicating the 
starting note to use for production; the pitch class of the cue note varied depending on 
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the transformation condition. This cue note was followed by a brief imagery period, 
indicated to the participant by a thought bubble image appearing on the computer 
monitor. This imagery period was 1.5× as long as the sequence (4 seconds for the three 
note trials and 6 seconds for the four note trials) in order to give participants ample time 
to form auditory images and to mentally rehearse the sequence. This thought bubble 
image was then followed by a green circle, indicating to the participants that they should 
reproduce the non-transformed or transformed sequence using the syllable /da/. See 
Figure 2 for an example of what participants were presented during the experimental 
procedure.

Non-preparatory imagery trials (i.e., the recognition task) were structured to parallel 
preparatory imagery trials with the exception that the reproduction phase was replaced 
by the presentation of a pitch sequence that either matched the appropriately trans-
formed or non-transformed version of the original sequence, or differed with respect to 
one note. Following the presentation of this comparison sequence, participants 
responded verbally as to whether it was an appropriate match to the current transforma-
tion condition (by saying “yes”) or whether it did not (“no”). Participants’ verbal 
responses were audio recorded and immediately manually entered into the program by 
the experimenter. Experimenters monitored the participants’ performance through 
headphones and instructed participants not to overtly vocalize during the imagery 
phase (mental rehearsal) of either the production or recognition task.

Although sEMG data were collected throughout the entire trial, our focus was on the 
imagery phase that occurred between the initial presentation of a pitch sequence and the 
response phase. It is important to note that participants were never told about the 
meaning or importance of subvocalization.

Figure 2. Paradigm for the production task. Participants were instructed to listen to the pitch 
sequence which played while the black circle was presented on the computer monitor. The thought 
bubble was used to instruct participants to imagine the sequence and the green circle prompted 
participants to vocalize the sequence.
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Design

Behavioral data for the production (preparatory imagery) and recognition (non- 
preparatory imagery) tasks were analyzed in separate Analyses of Variance (ANOVAs) 
given that levels of chance performance differ across these tasks (see “Data Analysis”). 
Each ANOVA adopted a two-way within-participants design with the factors transfor-
mation condition (no transformation, transposition, reversal, serial order shift), and 
sequence length (three or four notes). Main effects and interactions were further analyzed 
by pairwise contrasts that incorporated a Holm-Bonferroni correction to preserve 
familywise alpha of .05. For analyses of significant interactions, pairwise contrasts were 
performed to compare different transformation conditions within each length condition 
(length of three- or four-notes) and performed to compare different sequence lengths 
within each transformation condition.

In order to address whether subvocal motor activity related to pitch control and 
articulation reflects activity specific to imagery processes rather than general arousal 
during the imagery phase, we assessed which sensors yielded significant sEMG activity 
beyond what was found in the control bicep sensor by analyzing mean activation within 
each sensor and task (production or recognition). Pairwise contrasts across sensors were 
Holm-Bonferroni corrected. Analyses were also performed within a sensor using a 2 
(preparatory and non-preparatory imagery) × 4 (no transformation, transposition, 
reversal, and shift) × 2 (three-note and four-note) within subjects ANOVA. We assessed 
associations across measures using bivariate correlations.

Data Analysis

We analyzed pitch accuracy for preparatory imagery trials (i.e., the production task) 
through in-house Matlab scripts (MathWorks Inc., Natick, MA). First, the fundamental 
frequency (f0) from recorded digital audio files was extracted through the YIN algorithm 
(Cheveigné & Kawahara, 2002). Vectors of f0 values were segmented into notes through 
a semi-automated procedure in which candidate onsets were identified using peaks in the 
amplitude contour arising from syllabification (i.e., the initial stop consonant of /da/), 
followed by correction based on visual and audio inspection. The median f0 from the 
central portion of each note was used to estimate the produced pitch for that note. Pitch 
accuracy was computed by calculating the difference between theproduced pitch and the 
target pitch of the ideal sequence (reflecting the appropriate transformation condition) in 
cents (100 cents = 1 musical semitone). Deviations with absolute values exceeding 50 
cents were categorized as errors, as this degree of error is more proximal to a pitch class 
other than the target pitch. Sung pitches within 50 cents of the target pitch were 
categorized as accurate productions.

Reproduction of mentally transformed melodies is surprisingly difficult for partici-
pants (Greenspon et al., 2017, 2020). Thus, it is important to establish baseline values for 
chance performance, reflecting how accurate performance would be if a participant 
produced pitches within their comfortable range without regard for the correct target 
note. We computed such estimates using a procedure based on Jacoby et al. (2019; see 
also Greenspon et al., 2020). We generated 1,000 data sets based on different random 
permutations of the association between each sung pitch and each target pitch for every 
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participant. A match between a sung and target pitch that is within a semitone for these 
data sets thus reflects chance associations, and confidence intervals can be generated 
based on the probability of different levels of accuracy across all data sets.

sEMG data were analyzed using a procedure based on Pruitt et al. (2019; see also 
Stepp, 2012). Initial processing of the data proceeded as follows. First, we corrected for 
DC-offsets in the data through linear detrending. Second, we high-pass filtered the data 
with 10 Hz cutoff to avoid movement artifacts. The third step involved smoothing the 
data using a Butterworth band–pass filter with a 20–450 Hz bandwidth to focus on 
frequencies most reliably associated with muscle contractions. Fourth, we applied an 
infinite impulse response notch filter centered at 60 Hz to remove potential contaminant 
signals from electrical power lines. The resulting smoothed and filtered wave was 
rectified and inspected by lab personnel for artifacts such as head movements, swallow-
ing, or throat-clearing, which lead to highly exaggerated fluctuations in sEMG. In such 
cases, the corresponding onset and offset of these spurious movements were identified 
and the intervening data points were removed.

Next, we identified and standardized time points in the trial that may be associated with 
muscle movements associated with imagery. The imagery phase of each trial in the sEMG 
data stream was identified using amplitude fluctuations from the sensor placed on the 
loudspeaker to determine the end point of the stimulus presentation (“listen”) phase, 
followed by the time designated for mental rehearsal. Within the timeframe associated 
with the imagery (i.e., mental rehearsal) phase of the trial, we extracted mean sEMG at 
different time points within a moving window of 200 ms. The highest mean value within 
a trial was used as a measure of peak activity. We standardized these values to control for 
individual differences and morphological differences in muscle size by subtracting the 
mean value associated with the baseline activity phase at the start of each trial. Although 
Pruitt et al. (2019) used rest trials, in the current study the baseline activity phase was 
determined by passing a 1 s moving window across the listening phase of the trial and 
selecting the sample that exhibited average minimum sEMG activity. Within-trial base-
lines have been used in prior research measuring sEMG from facial muscles (Livingstone 
et al., 2016) and were used in the current study to maximize consistency in sEMG readings 
across the experiment. Following the removal of trials that contained spurious data due to 
experimenter error (<2% of all trials), standardized values for a trial that were greater than 
± 3 SD from the mean were removed from further analysis.3 The resulting standardized 
peak activations for each trial constitute the data we report in analyses of sEMG.

Results

Behavioral Data

We first addressed whether effects of length (i.e., higher accuracy for three-note than 
four-note sequences) and transformation (i.e., higher accuracy for non-transformed 
compared to transformed sequences) were replicated as per Greenspon et al. (2017,  
2020) by running a 2 (three- and four-note) × 4 (no transformation, transposition, serial 
order shift, and reversal) ANOVA on singing accuracy for preparatory imagery trials (i.e., 
the production task).4 As shown in Figure 3, the ANOVA yielded significant main effects 
of length, F(1, 24) = 7.79, p = .01, ƞ2

p = .25 and transformation condition, F(3, 
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72) = 24.60, p < 0.001, ƞ2
p = .51, but no interaction (p = .13). The main effect of length 

was driven by higher accuracy when participants reproduced three-note sequences 
(M = .27, SD = .19) compared to four-note sequences (M = .23, SD = .16). The main 
effect of transformation, which we interpreted as reflecting the difficulty of manipulating 
an auditory image, was analyzed using pairwise contrasts with a Holm-Bonferroni 
correction. Accuracy was higher for reproduction of non-transformed sequences than 
for all transformation conditions (p < .001 for each contrast), whereas none of the 
transformed conditions differed from each other (p > .40 for each contrast). 
Additionally, accuracy was consistently at or near chance performance for the three 
types of transformations, where chance is represented by the shaded area in Figure 3. 
These results replicate results from Greenspon et al. (2017, 2020). Figure 3 displays the 
proportion of pitches sung correctly in each condition for preparatory imagery trials.

Next, we analyzed the proportion of correctly recognized sequences for the non- 
preparatory imagery trials as shown in Figure 4. The ANOVA yielded significant main 
effects of transformation condition, F(3, 72) = 14.71, p < 0.001, ƞ2

p = .38, a significant 
transformation × length interaction, F(3, 72) = 5.78, p = .001, ƞ2

p = .19, but no main effect 
of length (p = .129). Pairwise contrasts for the main effect of transformation yielded the 
same pattern as found for the production data. The interaction arose from the fact that 
performance was significantly lower for recognition of non-transformed sequences of 
four-note sequences than for three-note sequences (p < .001). The diminished accuracy 
for recognition of four-note sequences eliminated differences across non-transformed 
and transformation conditions. For three-note sequences, pairwise contrasts comparing 
the non-transformed condition to the transformation conditions yielded the same 

Figure 3. Proportion of correctly produced pitches by sequence length and transformation condition. 
Labels on X-axis indicate transformation condition where N= no transformation, T = transposition of 
key, R = revseral of order, S = shift of the starting position. Bars illustrate means surrounded by 95% 
confidence intervals. The shaded area represents chance performance with the mean denoted by the 
dashed line and 95% confidence intervals from a null distribution of sample means (see Data 
Analysis).     
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pattern for recognition as found for production data (i.e., higher accuracy for non- 
transformed compared to transformed conditions). With respect to comparisons across 
the three transformation conditions, transformations were recognized more accurately 
for serial shifts than reversal. No other comparisons across the transformation conditions 
were significant. In line with results from the production task, transformation perfor-
mance was again consistently at or near chance performance even when participants 
were asked to recognize transposed pitch sequences. In sum, behavioral performance for 
both preparatory and non-preparatory imagery trials supports the robust and reliably 
disruptive effect of mental transformations of pitch (Greenspon et al., 2017, 2020).

We then assessed whether individual differences in performance were correlated across 
preparatory imagery (production) and non-preparatory imagery (recognition) trials. As 
shown in Figure 5, overall accuracy for preparatory auditory imagery was positively related 
to overall accuracy for non-preparatory auditory imagery (i.e., scores averaged across the four 
conditions in each task). This relationship held even when limiting the correlations to non- 
transformed, r(23) = .55, p < .01, and transformed trials, r(23) = .49, p < .01. In addition, we 
found that BAIS subscales, pitch imagery ability, pitch span, pitch discrimination, and musical 
training all correlated with accuracy in the production task, replicating the associations 
reported in Greenspon and Pfordresher (2019). Unsurprisingly, self-reported singing beha-
vior, which was measured from the GMSI, was also significantly related to production 
accuracy in the preparatory imagery trials. A full list of correlations between behavioral 
measures can be found in the Supplemental Material.

sEMG Data

We first assessed whether sEMG activity reflected subvocal motor movements during the 
auditory imagery phase of the experiment. We did this by contrasting standardized mean 
peak values across sensors and task modalities, averaging across transformation 

Figure 4. Proportion of correctly recognized sequence by sequence length and transformation 
condition. Labels on X-axis indicate transformation condition where N = no transformation, T 
= transposition of key, R = reversal of order, S = shift of the starting position. Bars illustrate means 
surrounded by 95% confidence intervals. The dashed line represents chance performance (.50 
proportion correct).    
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conditions and sequence lengths. For this analysis, the bicep sensor serves as a critical 
comparison given that bicep contractions are not assumed to play any role in 
subvocalization.

Mean sEMG activity for each sensor in the production and recognition tasks is shown 
in Figure 6. The 5 (Bicep, Left and Right Sternohyoid, Left and Right Lip) × 2 (pre-
paratory and non-preparatory imagery) ANOVA yielded significant main effects of 
sensor, F(4, 72) = 14.63, p < 0.001, ƞ2

p = .45, a significant main effect of task, F(1, 
18) = 14.33, p < 0.001, ƞ2

p = .44, and a significant interaction, F(4, 72) = 5.20, p = 0.001, ƞ2 

p = .22. The main effect of sensor arose from the fact that all face and neck sensors yielded 
higher activation than the bicep sensor (p < .01 for all contrasts) and the left sternohyoid 
muscle yielded higher activation than the left upper lip (p = .015). No other contrasts 
across sensors were statistically significant. The main effect of task reflected greater 
activation during preparatory imagery prior to production (M = 3.64, SD = 1.20) than 
non-preparatory imagery prior to recognition (M = 2.69, SD = 1.26). The interaction 
reflected the fact that differences across production (preparatory imagery) and recogni-
tion (non-preparatory imagery) were only significant for the two lip sensors (left lip 
p = .018, right lip p = .002), and not for laryngeal sensors (p > .50 for each).

To address the effects of task, length of imagined sequence, and difficulty of image 
manipulation on sEMG activity we ran separate 2 (preparatory and non-preparatory imagery) 
× 2 (three-note and four-note) × 4 (no transformation, transposition, reversal, and shift) 
ANOVAs on standardized sEMG values for each sensor site: left sternohyoid muscle, right 
sternohyoid muscle, left lip muscle, right lip muscle, and bicep muscle. The results of each 
analysis are shown in Table 1.

Figure 5. Correlation between accuracy in production and recognition tasks. Each plotting element 
represents mean performance for a participant across all trials and conditions. The line reflects the 
best-fitting least-squares regression.
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As mentioned earlier, only the upper lip sensors revealed a main effect of task, as 
shown in Figure 6. Like the effect of task, the effect of length also varied by sensor: longer 
imagined sequences were associated with greater standardized sEMG activity, and this 
effect was observed for the lip (left and right) and sternohyoid (left only) sites but not the 
bicep control site. Finally, only the right sternohyoid muscle revealed a main effect of 
transformation. Unlike the robust and reliable effect of transformation found for beha-
vioral data, Holm-Bonferroni corrected comparisons revealed that this effect was 
restricted to one pair of conditions; right sternohyoid activity during the shift condition 
(M = 4.97, SD = 2.68) was significantly greater than activity observed during the non- 
transformed condition (M = 3.65, SD = 2.17) and this was the only significant difference 
in standardized sEMG values across the four transformation conditions.

Next, as we did for behavioral data, we assessed whether individual differences in 
sEMG values for each sensor were correlated across preparatory imagery (production) 

Figure 6. Mean peak sEMG activity across sensors and tasks. Labels on X-axis indicate sensor, where L 
= left lateralized site, R = right lateralized site, and SH = sternohyoid muscle. Bars illustrate means 
surrounded by 95% confidence intervals. All values are standardized by differencing rest activation 
within trial; units are expressed in microvolts.   

Table 1. Summary of ANOVA effects for the sEMG sites.
Sensor

Effect L SH (n = 24) F R SH (n = 22) F L Lip (n = 23) F R Lip (n = 24) F L Bicep (n = 24) F

Task 0.53 0.23 12.30** 14.32** 0.00
Length 4.30* 4.28 4.89* 5.99* 2.56
Transformation 1.26 3.15* 0.08 0.21 0.78
Task × Length 0.76 0.49 1.56 1.92 1.75
Task × Transformation 0.02 0.63 0.33 1.28 0.59
Length × Transformation 0.64 1.20 0.41 0.58 0.34
Task × Length × 

Transformation
1.11 0.96 0.27 1.06 0.58

Note: * p < .05, ** p < .01. L = left lateralized site, R = right lateralized site, and SH = sternohyoid muscle.
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and non-preparatory imagery (recognition) trials, as shown in Table 2. We found 
consistent positive associations across muscle activation during preparatory and non- 
preparatory imagery for the facial sEMG sites. Importantly, the only relationship that did 
not reach statistical significance was observed for the bicep control site.

In addition to the above within-measure analyses, we were also interested in whether 
physiological and behavioral measures were related within a task. These analyses focus on 
the sternohyoid muscle given its theorized role in subvocalization and vocal pitch control 
(Brodsky et al., 2008; Roubeau et al., 1997). There was a significant negative correlation 
between sternohyoid sEMG and production accuracy, r(20) = −.40, p < .05 for the right 
sternohyoid site. Although the negative correlation between the left sternohyoid sEMG 
and behavioral accuracy for production was not significant, r(22) = −.13, p = .27, this 
association, like the right sternohyoid site, is in the same direction as the association 
reported by Pruitt et al. (2019). Together, our results suggest that participants who 
exhibit greater subvocalization tend to exhibit lower singing accuracy than participants 
who exhibit less subvocalization. Associations between sEMG and recognition accuracy 
did not reach significance for either sternohyoid site (all p > .53). As found for the 
behavioral data, physiological data were significantly correlated with self-reported ima-
gery as measured by the BAIS and self-reported singing behavior as measured by the 
GMSI; however, correlations were less consistent for physiological measures than for 
behavioral measures. BAIS scores and sEMG were positively correlated, and comple-
menting the association reported between overall singing accuracy and sEMG activity, we 
found that self-reported singing behavior was negatively associated with sternohyoid 
activity. A full list of correlations across assessment measures and measures from the 
experiment are presented in the supplemental material.

Discussion

The current study assessed behavioral and sEMG measures within an auditory mental 
transformation paradigm to determine whether performance accuracy and muscle activ-
ity during auditory imagery scaled with task (production vs. recognition), the length of 
the imagined sequence of pitches, and the difficulty of manipulating the imagined 
sequence. We report the following three novel sEMG findings. First, we found evidence 
for subvocalization in preparatory and non-preparatory contexts based on significant 
muscle activity at all sEMG facial and neck sites (involving articulators and pitch control 
muscles), in comparison to the bicep sensor as a control site. Importantly, the sterno-
hyoid muscle, a muscle with a suggested role in vocal pitch control (Roubeau et al., 1997), 
was similarly recruited for preparatory and non-preparatory imagery. In contrast, the 

Table 2. Correlations across production and 
recognition sEMG values within each sensor.

Sensor r df

Left Sternohyoid .70*** 22
Right Sternohyoid .57** 20
Left Lip .51* 21
Right Lip .46* 22
Bicep .17 22

Note: * p < .05, ** p < .01, *** p < .001.
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upper lip, a muscle involved in vocal articulation, but not pitch control, exhibited greater 
activity during preparatory as opposed to non-preparatory tasks. This difference suggests 
that lip muscles, more than sternohyoid muscles, may reflect subvocal movements used 
to prepare motor actions and may not exclusively reflect imagery processes. Second, we 
replicated the negative correlation between subvocalization and singing accuracy 
reported in Pruitt et al. (2019). Third, we replicated behavioral results of Greenspon 
et al. (2017) whereby performance accuracy in the current study was related to the 
difficulty of manipulating an auditory image during preparatory and non-preparatory 
imagery. Notably, we found a dissociation in that manipulations of difficulty did not have 
a corresponding effect on physiological measures.

Given this pattern of results, we suggest that the role of subvocal muscle movements of 
the sternohyoid muscles may reflect motor processing pertaining to a sensorimotor 
image of a pitch sequence, which supports the role of sensorimotor processing during 
auditory imagery described in the MMIA model (Pfordresher et al., 2015). Furthermore, 
the current study highlights the role of motor processes in the peripheral nervous system 
during auditory imagery and complements neuroimaging research that has reported that 
imagining pitch recruits cortical motor planning processes at the level of the central 
nervous system (Halpern et al., 1999; Herholz et al., 2012; Lima et al., 2016; Zatorre & 
Halpern, 1993). The upper lip muscles may be more strongly recruited for vocal articu-
lation than pitch control, a claim that aligns with previous work on auditory imagery for 
verbal information (Aleman & Van’t Wout, 2004; Smith et al., 1995). By contrast, the role 
of lip movements in imagery for the present pitch sequences would be minimal, given 
that every note was articulated using the same syllable.

Given prior support for the sternohyoid’s involvement in auditory pitch imagery 
processes (Pruitt et al., 2019; c.f. Brodsky et al., 2008), the current study also addressed 
whether sternohyoid activity during subvocalization is differentially recruited for ima-
gined pitch sequences that vary in length or transformation type. Interestingly, we found 
a main effect of length for the lip and sternohyoid (left only) muscles that was not 
observed in the bicep control. This effect was driven by greater subvocalization during 
the imagery phase for longer compared to shorter sequences. These sEMG results align 
with Baddeley’s multicomponent approach to working memory, particularly with respect 
to the role of subvocalization in maintaining auditory information within the phonolo-
gical loop (Baddeley, 2012). However, an alternative explanation for this pattern of 
findings is that a longer sequence may provide a greater chance to obtain unusually 
high maximal values as a result of a greater number of observations across the imagery 
phase. This confound could be addressed in future studies by analyzing an imagery phase 
that has a consistent duration across the three-note and four-note sequences. However, 
the absence of the effect of length in the bicep control sensor provides evidence against 
this alternative explanation. A potential limitation of the current study is that the baseline 
measure for sEMG was defined during the listening phase rather than during a silent 
phase within a trial, which may account for the positive standardized values observed in 
the control site (i.e., bicep). It is important to note that the baseline measure was not 
confounded with the type of transformation performed in a trial and therefore we would 
still expect to detect a transformation effect in our sEMG data if subvocalization did vary 
by transformation condition. However, in contrast to the robust behavioral effects found 
for the transformation conditions, surprisingly, the effect of transformation was not 
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borne out in sEMG. We observed a main effect of transformation type for the right 
sternohyoid muscle that was limited to the comparison between the non-transformed 
and serial shift conditions and thus did not reflect the consistent differences across 
conditions found in behavior reported here and elsewhere (Greenspon et al., 2017, 2020).

Based on our psychophysiological data, we suggest that subvocalization, as measured 
by activity of the sternohyoid muscle, may reflect the initiation of a motor plan that is 
associated with a sensorimotor auditory image (cf., Pfordresher et al., 2015). Whereas 
muscle contractions associated with the initiation of this “motor image” may reflect 
subvocal processes involved in the maintenance of a pitch sequence (Baddeley, 2012), this 
activity does not scale with the difficulty of transforming an imagined sequence and may 
instead be associated with upstream cortical activity that precedes the peripheral activity 
we observe here.

We also observed that individuals who exhibited greater sEMG activity for a specific 
muscle during the imagery phase of production trials tended to exhibit greater sEMG 
activity for that muscle during the imagery phase of recognition trials. Importantly, this 
pattern was not found for the bicep control site and was observed only for sEMG 
recording sites involved in the vocal system (i.e., upper lip and sternohyoid muscles). 
This pattern of results suggests that the upper lip and sternohyoid muscles are more 
reliably recruited during preparatory and non-preparatory imagery than the control site 
and that individual differences in muscle activity during imagery are related across tasks. 
Furthermore, we also replicated the negative correlation between physiological and 
behavioral measures reported in Pruitt et al. (2019). Individuals who exhibited greater 
subvocal activity tended to have poorer singing accuracy compared to individuals who 
subvocalized less. In the current study, this association was found for the right, but not 
left (as in Pruitt et al., 2019) sternohyoid muscle. It is worth noting that this association 
was observed despite using a different task and smaller sample than Pruitt et al. 
(2019, N = 46).

In addition to the novel sEMG findings discussed above, we also report a replication of 
our prior behavioral data (Greenspon et al., 2017, 2020), by demonstrating that accuracy 
on both production and recognition tasks was significantly, and similarly, disrupted by the 
three types of melody transformation as compared to performance for non-transformed 
melodies. This pattern of results suggests that auditory images reflect a degree of inflex-
ibility, even for melody transpositions, which are a common type of pitch transformation 
used in music performance. Relatedly, Greenspon et al. (2020) showed that difficulty in 
manipulating auditory images extends even to auditory images of familiar melodies, where 
retrieval should involve relatively few cognitive resources given how well those melodies 
are encoded. With respect to short-term memory demands, we found a disrupting effect of 
sequence length in both behavioral tasks, with poorer performance associated with longer 
sequences. The main effect of sequence length in the current study replicated the main 
effect of length reported in our previous research (Greenspon et al., 2020) and aligns with 
results from Greenspon and Pfordresher (2019) who found evidence that pitch short-term 
memory capacity is associated with singing ability. Finally, complementing the within- 
participant consistencies of sEMG activity for the upper lip and sternohyoid muscles, we 
found that performance was associated across the production and recognition tasks, 
regardless of whether participants were imagining a pitch sequence in its original or 
transformed form. We interpret these psychophysiological and behavioral findings as 
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suggesting that individual differences in sensorimotor processing of pitch are related 
across preparatory and non-preparatory imagery.

To summarize, the current study used behavioral and physiological measures to 
determine whether performance and muscle activity scales with the length of an ima-
gined pitch sequence and the difficulty of manipulating an imagined pitch sequence 
during preparatory (e.g., Pruitt et al., 2019) and non-preparatory (e.g., Brodsky et al.,  
2008) auditory imagery. We reported several novel findings pertaining to sEMG mea-
sures, including the finding that muscle activations related to pitch control are present 
during both preparatory and non-preparatory auditory imagery, and that this activity 
may reflect the initiation of a general motor program of a sensorimotor image of pitch. In 
addition, whereas subvocal muscle activations may reflect cognitive demands related to 
memory load, these activations may not be related to varied cognitive demands pertain-
ing to task difficulty. Although we also found that articulatory processes were recruited 
during both preparatory and non-preparatory imagery, these processes appear to be 
more specifically related to motor preparation than processing imagined pitch sequences. 
In addition to replicating behavioral effects of the pitch transformation paradigm 
(Greenspon et al., 2017, 2020), we also replicated the relationship between the degree 
of subvocalization and behavioral performance as reported in Pruitt et al. (2019). To 
further address this relationship, future research involving trained and untrained singers, 
such as a paradigm that randomly assigns untrained singers to a course of training in 
pitch-matching, may help clarify the degree to which subvocal activity is related to 
singing accuracy.

Notes

1. This sample size exceeds the size needed to achieve 80% power for detecting the transfor-
mation effect in our behavioral data based on a power analysis performed using G*power 3.1 
(Faul et al., 2007) using the effect size for the transformation effect reported in Greenspon 
et al. (2017).

2. Six participants were excluded from the five-sensor ANOVA, three participants were 
excluded from analyses using the right sternohyoid sensor, two participants were excluded 
from analyses using the upper left lip sensor, and all remaining within-sensor analyses 
excluded one participant.

3. This step resulted in the exclusion of between 2.5% and 6.5% of trials in each task (i.e., 
production and recognition) for each of the five sensors (Bicep, Left and Right Sternohyoid, 
Left and Right Lip) due to extreme sEMG values (>3 SD from the mean).

4. A 2 (three- and four-note) × 4 (no transformation, transposition, serial order shift, and 
reversal) ANOVA on relative pitch accuracy replicated the transformation effect found for 
the pitch accuracy measure. No other effects were significant for analyses on relative pitch 
accuracy, including the main effect of length.
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