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Summary

Bayesian Markov-chain-Monte-Carlo (McMC) techniques are widely used in geophysics due to their ability to estimate multiple outcomes that enable uncertainty assessment. Standard McMC sampling methods, however, can become computationally intractable for high-dimensional problems. We present a Bayesian McMC framework that re-parameterizes the McMC procedure in terms of an optimal basis, thereby enabling a sparse representation of the desired features leading to dimensionality reduction. The approach also implicitly incorporates the physics of the underlying process. We demonstrate the performance of the algorithm on a synthetic example involving electrical resistivity imaging of unimodal and bimodal solute plumes. We show that Bayesian-McMC inversion can proceed in the reduced dimensional model space in order to make it tractable and produce physically realistic solute plumes.

Introduction

Long-term monitoring and characterization of hydrogeological processes are crucial to the efficient management of groundwater resources. While the traditional well-based sampling methods provide valuable insights of the spatial extent of subsurface solute plumes (Freyberg, 1986; LeBlanc et al., 1991), they are invasive, expensive, and pose risks for contaminant mobilization. Consequently, there is growing interest in the use of geophysical techniques to rapidly and non-invasively estimate spatially continuous hydrogeological features.

Traditional hydrogeophysical deterministic inverse methods, however, require regularization constraints for computational stability (Tikhonov and Arsenin, 1977), which typically impose smoothness and/or force the solution toward some reference model (Menke, 1984; Pidlisecky et al., 2007, Johnson et al., 2010) that does not properly represent the physics of the target hydrologic process or properties. As demonstrated by Day-Lewis et al. (2007), the choice of regularization strongly influences the outcome of the inversion procedure. To circumvent the effects of regularization on petrophysical transformation, Hermans et al. (2016) applied the prediction-focused approach (Satija and Caers, 2015) for direct prediction without the need for classical inversion of their data.

Unlike the deterministic inversion framework, stochastic imaging (SI) can be solved with or without regularization assumptions, making it more robust and intuitively appealing, particularly, for the characterization of geologically realistic hydrologic properties (e.g., Arpat and Caers, 2004; Oware, 2016). SI recovers multiple realizations that enable uncertainty assessment, which is particularly crucial in view of the limited, noisy measurements coupled with our incomplete understanding of the target hydrogeologic structure. Bayesian Markov-chain-Monte-Carlo (McMC) is a widely used SI strategy in hydrogeophysics (e.g., Irving and Singha, 2010; Cordua et al., 2012). Standard McMC sampling methods, however, can become computationally intractable when working with spatially distributed (high-dimensional) geophysical parameter fields. Recently, multiple researchers (e.g., Ruggeri et al, 2015; Binley et al., 2015; Vrugt, 2016) have noted the potential of performing McMC in a reduced dimensionality space, which offers a viable approach to addressing the intractability of McMC-based inversion strategies when working with high-dimensional problems.

The most widely used statistical tool for dimensionality truncation is the proper orthogonal decomposition (POD) (e.g., Banks et al., 2000; Pinnau, 2008), also called the singular value decomposition (SVD) (e.g., Lawson and Hanson, 1995), principal component analysis (PCA) (Jollife, 2002), or the Karhunen-Loève transform. POD finds an orthogonal set of basis vectors that capture the maximum amount of variability in a training dataset, thereby enabling a sparse representation of the chosen system in a computationally efficient manner, making POD-based inversion strategies model order reduction (MOR) techniques [e.g., Banks et al., 2000; Oware and Moysey, 2014]. While MOR techniques have been extensively researched in other disciplines, such as applied mathematics (e.g., Li et al., 2009; Yao and Meerbergen, 2013) and image processing (e.g., Milanfer et al., 1996), they remain largely under-explored in the field of hydrogeophysics. In contrast to our proposed use of POD as a sparse basis for representing the parameter space, the use of POD in groundwater inverse problems generally tends to focus on improving the computational efficiency of the forward model (e.g., Winton et al., 2011). Some applications of POD/SVD/PCA in the hydrogeology and geophysics literature include Jacobson (1985) and Oware et al. (2012, 2013).
Tonkin and Doherty (2005) proposed a hybrid regularized inverse for highly parameterized environmental models based on a combination of SVD and the traditional regularization constraints. Their approach was deterministic and required traditional regularization constraints for computational stability. Furthermore, unlike Oware et al. (2013) who determined the optimal basis vectors from training images, thereby facilitating the incorporation of prior hydrologic process (physics-based) constraints to augment the geophysical measurements, Tonkin and Doherty (2005) estimated the optimal basis vectors from the observational data, in addition to employing the data to condition the inversion. In the stochastic framework, Tompkins et al. (2011) utilized deterministic inversion of their data to estimate the mean and linearized covariance, and then applied PCA on the linearized covariance for posterior sampling around the deterministically estimated mean. The uncertainty quantification in their approach is, therefore, limited to the level of uncertainty evaluated from the deterministically estimated linearized covariance matrix. Laloy et al. (2012b) successfully performed MCMC in the lower-dimensional model space related to Legendre moments and predefined mass and morphological features. Their use of predefined mass and morphological constraints in an attempt to conserve mass and produce realistic plume morphologies impose hard constraints that are typically unknown a priori. We present a novel Bayesian-McMC strategy based on Oware et al. (2013). The approach uses hydrologic-process-tuned non-parametric basis vectors to constrain the inversion procedure in the lower-dimensional model space.

Basis-Constrained Bayesian-McMC Algorithm

As demonstrated by Oware et al. (2013) and Oware and Moysey (2014), an $N$-by-$M$ electrical conductivity target distribution ($\sigma$) can be reconstructed as a linear combination of its basis vectors, $B$, and appropriate coefficients, $c$, expressed mathematically as:

$$\sigma = Bc$$  \hspace{1cm} (1)

Because the reconstruction in Eq. 1 can be performed with a small number, $p$, of selected basis vectors compared to the size of the full dimensionality space ($N$-by-$M$), the number of inversion parameters $p \ll N$-by-$M$, making the reconstruction a model-order-reduction technique. Using Eq. 1, Oware et al. (2013) developed the basis-constrained inversion wherein the estimation of the optimal set of coefficients required to weigh the basis to reconstruct the target is conditional on the geophysical measurements. Here, we formulate a basis-constrained Bayesian-McMC inversion framework (a stochastic version of Oware et al., 2013):

$$c_{\text{post}} = c_{\text{prior}}L(d_{\text{obs}}|\sigma) = c_{\text{prior}}L(d_{\text{obs}}|Bc)$$  \hspace{1cm} (2)

where $c_{\text{post}}$ and $c_{\text{prior}}$ denote the posterior and prior coefficients, respectively. $L(\cdot)$ represents the likelihood function, which assess the fidelity of a proposed model given the observed data, $d_{\text{obs}}$. It should be noted that the basis, $B$, in Eq. 2 is a constant, which makes Eq. 2 a basis-constrained Bayesian-McMC inversion strategy. A projection of the posterior coefficients into the optimal basis space will produce the posterior conductivity realizations, $\sigma_{\text{post}}$:

$$\sigma_{\text{post}} = Bc_{\text{post}}$$  \hspace{1cm} (3)

The workflow of the basis-constrained Bayesian McMC proceeds as follows (Fig. 1): First, we perform Monte Carlo simulations to generate training images (TIs) tuned to the target hydrologic process. Second, we construct basis vectors, $B$, from the TIs. Third, to obtain prior distributions of the coefficients, $c_{\text{prior}}$, we project the TIs onto $B$ to obtain coefficients structure associated with each TI. The estimated mean and standard deviations of the prior coefficients are employed to define prior Gaussian distributions. Fourth, to propose coefficients for the McMC procedure, we re-simulate the coefficients from the prior

Figure 1: Schematic of the basis-constrained Bayesian McMC algorithm.
Gaussian distributions. We accept or reject the proposed coefficients based on the classical Metropolis-Hastings acceptance rule (Metropolis et al., 1953; Hastings, 1970). Finally, the optimal coefficients are projected onto the basis (Eq. 3) to obtain multiple realizations of the target.

**Numerical Demonstration of the Algorithm**

We demonstrate the performance of the algorithm with geoelectrical imaging of two synthetic reference models, unimodal and bimodal solute plumes. We use the same reference models by Oware et al. (2013). However, while the morphologies of the plumes are maintained, the simulation domain is re-scaled to a 100 cm by 30 cm to match the dimensions of a lab-scale sandbox (lab-scale results not shown here). The unimodal and bimodal plumes represent single and double source flow and solute transport scenarios, respectively.

We also use the same 400 training images (TIs) by Oware et al. (2013). The generation of the TIs assumed a single source hydrologic transport process consistent with the unimodal test case. While bimodality in plume morphology was not conceptualized, we employ the same set of TIs to reconstruct the bimodal target. This was done to test the flexibility of the algorithm to reconstruct a target at a site with limited prior knowledge about the nature of the prevailing transport process. We construct the basis vectors from the TIs using proper orthogonal decomposition (POD). Fig. 2 shows the first 20 principal POD plumes obtained from the 400 TIs that are used to constrain all the inversion results presented here.

![Figure 2: First 20 principal POD basis (POD plumes) constructed from training images under the assumption of a single source transport process.](image)

For the electrical resistivity experiment, we deployed 32 surface electrodes with 3 cm electrode spacing. We used circulating dipole-dipole to acquire a total of 311 quadrupoles at the end of each survey. To mimic real-world data, the observed data were corrupted with an uncorrelated Gaussian noise with standard deviation proportional to 3% of the data values. We used the MATLAB based resistivity forward simulation code FW2_5D (Pidlisecky and Knight, 2008) for all resistivity forward simulations.

During the reconstruction, the range of the sampling coefficients is crucial to obtaining physically realistic solute plumes. As posited by Tompkins et al. (2011), while every model has a unique mapping in the optimal reduced space via the coefficients (Eq. 1), not every set of coefficients will produce feasible models. Hence, to produce physically realistic models, the sampling of the coefficients must be bounded. To accomplish this, Tompkins et al. (2011) defined individual bounds for the coefficients and employed constraint mapping (Ganapathysubramanian and Zabaras, 2007) with optimization to estimate the feasible range of each coefficient. Their approach lacks information about the physics of the target process that defines the feasible model space. Here, to produce physics-based prior distributions for the coefficients, we map the TIs into the reduced B space, i.e.:

$$c_{prior} = B^T T$$

where $T$ represents transpose and $T_i$ is the set of training images. From the mapping in Eq. 4, there is a unique set of coefficients associated with each TI. For the 400 TIs considered here, for instance, there are 400 realizations of each coefficient. Fig. 3 displays the histograms of the coefficients constructed from the 400 realizations for the first 20 principal POD plumes shown in Fig. 2. The mean and standard deviation of each coefficient defines a prior Gaussian distribution for resampling the coefficients. The fairly Gaussian nature of the histograms (Fig. 3) justify our assumption of prior Gaussian distributions for the coefficients. For a severely non-Gaussian behavior, however, the bootstrapping resampling approach (Mooney et al., 1993) can be employed for non-parametric resimulation of the coefficients.

![Figure 3: Histograms of prior coefficients ($c_{prior}$) corresponding to the first 20 principal POD plumes shown in Fig. 3.](image)

**Results and Discussion**

We ran the algorithm for 300,000 iterations for both the unimodal and bimodal test cases. In all the reconstructions presented here, we estimated 300 coefficients compared to the 3,000 model parameters, resulting in 90% truncation in the dimensionality of the problem.
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Examination of the sampling paths of the data misfits (not shown) reveals that the algorithm burned-in at about 30,000 iterations, resulting in 270,000 posterior samples. To acquire uncorrelated samples to prevent uncertainty underestimation in the posterior analysis, we performed autocorrelation analysis (e.g., Dorman et al., 2007) to find the number of iterations required to generate independent samples. To estimate a more representative autocorrelation length, we performed the autocorrelation analysis for multiple samples and estimated the average. Analysis of the evolution of the average correlation coefficient (Fig. 4) indicates that the algorithm generates independent samples after about every 3,000 iterations, resulting in 90 uncorrelated samples for the posterior analysis. While Fig. 4 is based on the unimodal scenario, similar results were obtained in the bimodal test case.

The inversion results for the unimodal test case are presented in Fig. 5. Qualitative comparison of the target plume (Fig. 5A) with the posterior mean estimate (Fig. 5B) shows that the target plume was highly and compactly resolved with minimal smearing. Visual inspection of the three posterior samples (Figs. 5D-F) reveals that the posterior samples are independent and identical. Inspection of the standard deviation panel (Figs. 5C) unravels high uncertainty associated with the estimation of the high conductivity region along the mid-section of the plume. The pattern in the uncertainty estimation is consistent with the fact that the peak conductivity region along the mid-section of the plume appears underestimated, which highlights the utility of uncertainty quantification in the interpretation of geophysical tomograms.

Fig. 6 outlines the inversion results for the bimodal test case. Visual comparison of the bimodal plume (Fig. 6A) with the posterior mean estimate (Fig. 6B) shows that while the top plume seems highly constrained, the size of the bottom plume appears underestimated. The underestimation of the bottom plume is attributable to the poor data sensitivity with increasing depth for surface electrical resistivity measurements. Once again, a close look at the three posterior samples (Figs. 6D-F) shows that the posterior realizations are independent and identical. Examination of the standard deviation panel (Fig. 6C) points to high uncertainty related to the estimation of the low conductivity region between the two plumes. Qualitative comparison of the target and the posterior mean estimates shows that the low conductivity region between the two plumes appears to be the most poorly resolved area in the estimation, which corroborates the uncertainty pattern depicted in the uncertainty estimation. Nevertheless, although bimodality was not conceptualized, the algorithm was still able to reconstruct the bimodality in the target.

Conclusion

Geophysical imaging is becoming increasingly indispensable to non-invasively gain insight into subsurface processes. This is critical to monitoring transport of contaminants, designing and evaluating the performance of in situ remediation schemes, and to facilitate decision making by regulatory bodies. While uncertainty quantification is crucial for comprehensive interpretation of geophysical estimations, the standard McMC method can become computationally prohibitive and intractable, particularly when it comes to the estimation of physically realistic solute plumes. Proposed here is a novel Bayesian-McMC inversion strategy that proceeds in the reduced dimensionality space, thereby reducing the number of inversion parameters to be estimated (perturbed). Our approach uses hydrologic-process tuned non-parametric basis vectors to constrain the inversion procedure, resulting in the estimation of physically realistic solute plumes.
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